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Absence of glassy behaviour in the deterministic spherical
and XY models

I Borsari, F Camia, S Graffi and F Unguendoli
Dipartimento di Matematica, Università di Bologna, 40127 Bologna, Italy

Received 27 August 1997

Abstract. We consider the infinite-range spin models with HamiltonianH =∑N
i,j=1 Ji,j σiσj ,

whereJ is the quantization of a map of the torus. Although deterministic, these models are
known to exhibit glassy behaviour. We show, through explicit computation of the Gibbs free
energy, that unlike the random case this behaviour disappears in the corresponding spherical and
continuousXY models. The only minimum of the Gibbs free energy is indeed the trivial one,
even though the ground state is highly degenerate.

1. Introduction

Various classes of infinite-range, deterministic Ising spin models which reproduce at least
some of the ‘glassy’ properties of the random models have been introduced in the last few
years [1–6]. It has been conjectured [4] that, unlike the random case, where it has been
proved that the long-range spherical model admits a ‘glassy’ phase transition [7] (see also
[8] for a review), the discrete nature of the spin variables is in this case a necessary condition
to generate complex thermodynamic behaviour. The numerical analysis indeed shows [4]
that this is the case for the fully frustrated Ising model on a hypercubic cell: this model is
glassy and aging in the infinite-dimensional limit, but the numerical evidence also shows the
disappearance of this behaviour in the corresponding compact and continuousXY case, i.e.
when the spin variables are replaced by unimodular complex numbers. Moreover, similar
results are conjectured [4] in the case of Heisenberg and spherical spins.

Here this conjecture is actually proved in the context of the deterministic models
introduced in [2, 3, 6], which are characterized by two properties.

(i) The N × N , infinite-range, non-translation-invariant coupling matrixJ (N) defining
the Hamiltonian

H(N) = −1

2

N∑
i,j=1

J
(N)
i,j σiσj (1.1)

coincides with (the real or imaginary part of) the unitary propagator quantizing the discrete
dynamics generated by a symplectic matrix with integer coefficients

S =
(
a b

c d

)
a, b, c, d ∈ Z, ad − bc = 1

acting as a Hamiltonian map over the 2-torusT2. We recall that the operator quantizing a
Hamiltonian map of the torus is aN×N unitary matrix [10, 11],N being the inverse of the
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Planck constant†: therefore, in this context the thermodynamic limitN → ∞ is formally
equivalent to the classical limit.

The case of [1–3], where glassy behaviour has been detected in numerical simulations,
corresponds to the quantization of the unit symplectic matrix

S =
(

0 1
−1 0

)
.

Here the coupling matrixJ turns out to coincide with (twice the uppermost left block of)
the discrete sine (cosine) Fourier transform

J
(N)
i,j =

2√
2N + 1

sin

(
2πij

2N + 1

)
i, j = 1, . . . , N. (1.2)

The case of [6], where the existence of a ‘glassy’ critical point can be proved, corresponds
instead to models whose coupling matrices are defined by the quantization of hyperbolic
maps overT2 of the form

A =
(

2g 1,
4g2− 1, 2g

)
g ∈ Z

rather than elliptic ones such asS. The corresponding discrete dynamical systems yield
indeed the best known examples of chaotic behaviour, whileS generates in contrast a
periodic discrete dynamical system of period four. The quantization ofA is [10, 11, 13] the
unitaryN ×N matrix

V (A)
(N)
jk = CN

1√
N

exp
2π i

N
(gj2− jk + gk2) (1.3)

with |CN | = 1 so that the models considered in [6] are defined by the Hamiltonians
H
(N)
A (σ ) =∑j,k J (A)

(N)
jk σjσk with J (A)(N) = Re [V (A)(N)], i.e.

J (A)
(N)
jk = CN

1√
N

cos
2π

N
(gj2− jk + gk2). (1.4)

(ii) The ground state of both models is highly degenerate, depending on some
arithmetical properties of the integerN . (In fact, for the first class of models the ground state
can be explicitly computed [3] if 2N+1 is prime withN odd, and its asympotic degeneracy
along many other subsequences is proved in [9]. For the second class of models the proof
is valid only in the present spherical case.) As has long been known [14], this suggests non-
existence of the thermodynamic limit or, more precisely, the existence of different limits
whetherN goes to infinity along subsequences corresponding to degenerate ground states
or not.

We thus consider here the Hamiltonians (1.2) and (1.4) (in fact, we replace (1.2) by any
orthogonalN × N matrix) in the (continuous and compact, as in [4])XY case as well as
in the spherical one, namely

σi ∈ R
N∑
i=1

σ 2
i = N.

This system is known to have the same thermodynamic limit as the HeisenbergN -spin
models [8]. As usual, these spherical models turn out to be exactly solvable, in the
spherical and also in the (continuous and compact)XY case, in the sense that the Gibbs (i.e.
magnetization-dependent) free energy can be computed in closed form as a function of the

† The physical intuition is that the phase space has volume 1, and can accommodate at mostN quantum states
of volumeh̄, so thatNh̄ = 1.
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limiting spectral measure. Its stationarity conditions yield the TAP (or mean-field) equations
of the model [12], which are proved to admit only the trivial (i.e. zero magnetization)
solution for any positive temperature, so that the system admits only the paramagnetic
phase.

2. The models and the results

Before stating the results it is worth recalling some properties of the matrices defining our
models.

(1) The choice of the form ofA among the linear hyperbolic maps of the torus
is motivated by the fact that ifa, b, c, d are as above we clearly have† V (A(N)) =
V (N)

T
(A) = V (N)

−1
(A), whenceσ(Re [V (A)(N)]) = Re [σ(V (A)(N))]. Hence, denoting

eiλ(N)k , 0 6 λ
(N)
k < 2π, k = 1, . . . , N , the eigenvalues ofV (A)(N), those ofJ (A)(N) are

p
(N)
k = cosλ(N)k .

(2) Let E(N)(x), dµN(x) be the spectral family and the spectral density ofV (A)(N),
respectively,

E(N)(x) =
∑
k:λNk 6x

5
(N)
k dµN(x) = 1

N

r(N)∑
k=1

Mkδ(x − λ(N)k ) (2.1)

where ther(N) distinct characteristic rootsλ(N)k have multiplicitiesM(N)
k , the dimension

of the corresponding orthogonal eigenprojections5(N)
k . V (A)(N) always admits the

eigenvalue (1), and it has been proved in [18] that the weak∗ limit of the sequence dµN(x),
N = 1, 2, . . . , asN →∞ is the (normalized) Lebesgue measure dx on the circleS1.

(3) By point (1) the eigenspaces ofJ (N) and V (N) coincide, so that by the spectral
theorem

J (A)(N) =
∫ 2π

0
cosx dE(N)(x). (2.2)

(4) The orthogonalN ×N matrices are clearly included in the above formalism: in this
case one hasλ(N)k = 0 or λ(N)k = π so thatp(N)k = ±1, r(N) = 2 and

E(N)(x) =


0 06 x < π

5
(N)

{−1} π 6 x < 2π

5
(N)

{1} +5(N)

{−1} x = 2π

(2.3)

dµN(x) = α(N)δ(x)+ (1− α(N))δ(x − π) (2.4)

whereα(N) = M1(N)/N is the relative proportion of the eigenvalue 1 or, equivalently,
Nα(N) = dimRan5

(N)

{1} .
(5) Let once more

E(N)(x) =
∑

k:pNk 6x
5
(N)
k (2.5)

be the spectral family of the operatorJ (N)ij . We denote byE(x) the limiting (orthogonal)
projection operator valued measure on`2 of E(N)(x), supported on [0, 2π [, and J the

† V denotes the complex conjugate ofV , andV T its transpose.
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corresponding set of bounded self-adjoint operators in`2:

J =
∫ 2π

0
cosx dE(x). (2.6)

(6) Any eigenvector corresponding to the eigenvalue 1 ofJ (N) clearly defines a ground
state ofH(N). The ground state is therefore degenerate of orderM

(N)

1 . We recall that the
numerical evidence [16] indicates that for ‘most’ subsequences{NK}, M(Nk)

1 is bounded as
Nk →∞. There are, however, subsequences for whichM

(Nk)

1 →∞ asNk →∞.
Consider now the spherical model with HamiltonianH(N), namely

H(σ)(N) = −
N∑

i,j=1

J
(N)
i,j σiσj σ = (σ1, . . . , σN)

N∑
i=1

σ 2
I = N.

Let mi = 〈σi〉 be the magnetization at sitei, and

q = 1

N

N∑
i=1

m2
i

the Edwards–Anderson order parameter. Rescale the magnetizations by
√
N,mi =

√
Nµi ,

so that the Edwards–Anderson order parameter becomesq = ∑N
i=1µ

2
i , 0 6 q 6 1. Then

the first result of this paper can be formulated as follows.

Proposition 2.1. Let µ belong to the open unit ball iǹ2, i.e. q = ∑∞k=1µ
2
k < 1, and let

N → ∞. Let dν(x) denote dx/π , where dx is the Lebesgue measure on [0, 2π ], or the
pure-point measureαδ(x)+ (1− α)δ(x − π), 0< α < 1. Then

(1) the condition∫ π

0

dν(x)

2λ− β cosx
= 1 (2.7)

implicitly defines a smooth functionβ 7→ λ(β) > β/2 on [0,+∞[;
(2) for β ∈ [0,+∞[ the specific Gibbs free energyφ(µ, β) = 8(µ, β)/N has the

following limit

−βφ(µ, β) = 1

2
(ln[2π(1− q)] + 1)+ β

2
〈Jµ,µ〉 +G(β(1− q)) (2.8)

where

G(β) = 1

2
(2λ(β)− 1)− 1

2

∫ π

0
ln(2λ− β cosx) dν(x). (2.9)

Remark. The functionG is smooth forq < 1 becauseλ > β/2. Hence the free energy
(2.8) is a family (indexed byβ) of continuous functionals inside any closed ball or radius
<1 in `2. The operatorJ is likewise continous iǹ 2.

Given the expression (2.8) for the free energy the pure magnetization states are defined
by its local minima; the stationarity conditions ofφ

µi

1− q + 2βG′(β(1− q))µi − β(Jµ)i = 0 (2.10)

represent the TAP equations of the model. There exist phases other than the paramagnetic
one if and only if the TAP equations (2.10) admit at least a solution other than the trivial
solutionµ = 0. Hence the critical temperature for a phase transition, if any, is given by
their linearization nearq = 0:

µi [1+ 2βG′(β)− β] = 0. (2.11)

We can thus formulate the main result of this paper.
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Proposition 2.2. Let β > 0. Then the TAP equations (2.10) admit only the trivial solution
µ = 0.

Remarks.
(1) At T = 0 the configuration of the system must a ground state, at whichσi = 〈σi〉 =

mi so thatq = 1. The ground states thus lie at the boundaryq = 1 of the unit ball in`2.
Hence, even though the system can lie in different magnetization states atT = 0, none of
them generates long-range order, and the degeneracy does not affect the existence of the
thermodynamic limit.

(2) The pure magnetization states at zero temperature are, however, ‘glassy’, in the
sense that they are neither ferromagnetic nor antiferromagnetic: namely, according to the
original definition of Edwards and Anderson, the average magnetization is zero butq = 1.
It is indeed proved (see [9] for the orthogonal case, and [13] for the second one) that

lim
N→∞

1

N

N∑
k=1

µ
(N)
k = 0

if µ(N)k are the components of any normalized eigenvector ofJ (N) corresponding to the
eigenvalue 1.

(3) The spherical model which we refer to is sometimes called the microcanonical model.
The spherical constraint can be alternatively imposed on the mean, as done originally by
Kosterlitz [7] (this represents the canonical or mean spherical model: for this issue see
[8, section 3]). In the present non-translation invariant case the mean spherical model could
a priori yield different thermodynamics in the presence of phase transitions; accordingly,
we will check later that in the present situation the spherical and the mean spherical models
yield the same free energies for all temperatures.

The result is even simpler for the (continuous and compact)XY model, defined once
more by the Hamiltonian

H(σ)(N) = −
N∑

i,j=1

J
(N)
i,j σiσj σ = (σ1, . . . , σN)

where nowσi = eiθi , 06 θi < 2π, i = 1, . . . , N . The fact that the only stationary point of
the Gibbs free energy is the trivial one takes the following form.

Proposition 2.3. Let hk andmk, k = 1, . . . , N , be the magnetic field and the magnetization
at sitek, respectively,h = (h1, . . . , hN), m = (m1, . . . , mN). Let Q(N) be the orthogonal
matrix diagonalizingJ (N), andG(N)(m, β) be the Gibbs free energy. Then there exists a
monotonic continuous functionx 7→ f (x) on ]−∞,∞[, vanishing linearly atx = 0, such
that

∂G(N)

∂mk
= 0, k = 1, . . . , N ⇐⇒ (Q(N)F )(m) = 0 (2.12)

whereF = (f, . . . , f ).

3. Solution of the model and proof of the results

We first compute, by standard methods (see e.g. [8, section 3.4]) the Helmholtz free energy
FN(β) for the (microcanonical) spherical model with the HamiltonianH(N) in the (site-
dependent) magnetic fieldh = (h1, . . . , hN). By definition the partition functionZN(β) at
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external, site-dependent magnetic fieldh = (h1, . . . , hN) is

ZN(β, h) =
∫
�N

exp[β〈J (N)σ, σ 〉/2+ β〈h, σ 〉] =
N∏
i=1

∫ +∞
−∞

dσi

∫ c+i∞

c−i∞

dλ

2π i

× exp

[
λ

(
N −

∑
i

σ 2
i

)
+ β/2

∑
ij

J
(N)
ij σiσj + β

∑
i

hiσi

]
.

Here�N denotes the sphere
∑

i σ
2
i = N , c > 0 and the equality follows (see e.g. [17]) by

the well knownδ function representation

δ(x − a) = 1

2π i

∫ c+i∞

c−i∞
eλ(x−a) dλ.

Let J (N)D be the diagonal form ofJ (N) : J (N)D = U−1J (N)U , whereU = U(N) is the
N ×N unitary matrix whose columns are eigenvectors ofJ (N). Denote once morepNk the
eigenvalues ofJ (N). Denote furthermore

S = Uσ 〈h, σ 〉 = 〈H, S〉 (3.1)

where∑
k

HkSk =
∑
i

hi
∑
k

UikSk =
∑
ki

UikhiSk H⇒ Hk =
∑
i

Uikhi H⇒ H = U ∗h = U−1h.

(3.2)

One has, therefore, assumingc > βpNk /2, k = 1, . . . , N , which implies uniform
convergence of the integrals and hence their interchangeability

ZN(β, h) =
N∏
k=1

∫ +∞
−∞

dSk

∫ c+i∞

c−i∞

dλ

2π i
exp

[
λ

(
N −

∑
k

S2
k

)
+ β/2

∑
k

pNk S
2
k + β

∑
k

HkSk

]

=
∫ c+i∞

c−i∞

dλ

2π i
eNλ

N∏
k=1

∫ +∞
−∞

dSk exp[−(λ− βpNk /2)S2
k + βHkSk].

Therefore, withA(λ, β) =
√
λ− βpNk /2

ZN(β, h) =
∫ c+i∞

c−i∞

dλ

2π i
eNλ

N∏
k=1

∫ +∞
−∞

dSk exp

[
−
(
A(λ, β)Sk − βHk

2A(λ, β)

)2

+ β2H 2
k

4A(λ, β)2

]
=
∫ c+i∞

c−i∞

dλ

2π i
eNλ

N∏
k=1

(
π

λ− βpk/2
)1/2

exp

[
β2H 2

k

4(λ− βpk/2)
]

=
∫ c+i∞

c−i∞

dλ

2π i
exp

[
NGN(λ, h)+ N

2
(ln 2π + 1)

]
where

NGN(λ, β, h)+ N
2
(ln 2π + 1) = Nλ+ N

2
lnπ− 1

2

N∑
k=1

ln

(
λ− β

2
pNk

)
+ 1

2

N∑
k=1

β2H 2
k

2λ− βpNk
= Nλ+ N

2
lnπ + N

2
ln 2− 1

2
ln det(2λI − βJ (N)D )

+β
2

2
〈(2λI − βJ (N)D )−1H,H 〉.
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Hence

GN(λ, β, h) = 1

2
(2λ− 1)− 1

2N
ln det(2λI − βJ (N))+ β2

2N
〈(2λI − βJ (N))−1h, h〉. (3.3)

We proceed now to evaluate the last integral through the saddle-point method forN →∞.
First note that the limit ofGN(λ, h) asN →∞ is

G(λ, β, h) = 1

2
(2λ− 1)− 1

2

∫ π

0
ln(2λ− β cosx) dν(x)+ β

2

2

∫ π

0

dνh(x)

(2λ− β cosx)
(3.4)

where

νh(x) = lim
N→∞

1

N

∑
k:pk6x

〈h,5kh〉.

To apply the saddle-point method we need a preliminary result.

Lemma 3.1. There ish0 > 0 such that the equation (2.7)

F(λ, h, β) ≡
∫ π

0

dν(x)

2λ− β cosx
+ β2

∫ π

0

dνh(x)

(2λ− β cosx)2
− 1= 0 (3.5)

implicitly defines a smooth functionλ = f (β, h) on [0,+∞[×[0, h0] such thatλ(0, 0) = 1
2.

Proof. Since we may assume that the measure dν(x) is normalized, the point (β = 0, h =
0, λ = 1

2) fulfils the equation. Let nowh = 0 and consider separately the two cases
dν = dx/π and dν = αδ(x)+ (1− α)δ(x − π). In the first case we have

F(λ, 0, β) = 1

π

∫ π

0

dx

2λ− β cosx
= 1√

4λ2− β2
(3.6)

whence, solving forλ, f (β, 0) = 1
2

√
β2+ 1 (the second root has to be discarded because

smaller thanβ/2). Moreover,

∂F
∂λ
= −2

∫ π

0

dν(x)

(2λ− β cosx)2
− 4β2

∫ π

0

dνh(x)

(2λ− β cosx)3
< 0

for |β| < 2λ andh small and hence nearλ = f (β, 0), h = 0. The result now follows by
the implicit function theorem in this first case. In the second case we have instead

F(λ, 0, β) =
[

α

2λ− β +
1− α

2λ+ β
]

(3.7)

whence

f (β, 0) = 1
4[1+

√
4β2+ 1− 4β(1− α)]

and the proof is complete by the same argument verifying the conditions of the implicit
function theorem. �

We can now evaluate the integral

IN(β, h) =
∫ c+i∞

c−i∞

dλ

2π i
eNGN(λ,h)

asN →∞ through the saddle-point method. As a function ofλ ∈ C, GN(λ, h) is clearly
holomorphic forλ ∈ C\] −∞, β/2] and stationary for

1

N

N∑
k=1

1

2λ− βpNk
+ β2 1

N

N∑
k=1

〈h,5kh〉
(2λ− βpNk )2

= 1. (3.8)
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As is known, any real solution of this equation minimizes locally Re(GN(λ)); on the other
hand, the limit of (3.8) is equation (3.5)∫ π

0

dν(x)

2λ− β cosx
+ β2

∫ π

0

dνh(x)

(2λ− β cosx)2
= 1

whose solution has been discussed in lemma 3.1. Therefore, asN →∞
IN(β, h) = eNG(β,h)(1+O(N−1))

whereG(β, h) = limN→∞GN(f (β, h), β, h), namely, by (3.3) and (3.4)

G(β, h) = 1

2
(2f − 1)− 1

2

∫ π

0
ln(2f − β cosx) dν(x)+ β

2

2

∫ π

0

dνh(x)

(2f − β cosx)
(3.9)

wheref = f (β, h) is defined by lemma 3.1, formula (3.5). Hence, since

ZN(β, h) = exp[−βFN(β, h)] = IN(β, h)exp

[
N

2
(ln 2π + 1)

]
we obtain asN → ∞ the following expression of the specific Helmholtz free energy
fH (β, h) = limN→∞ FN(β, h)/N at arbitrary magnetic fieldh:

−βf (β, h) = 1
2(ln 2π + 1)+G(β, h). (3.10)

Proof of proposition 2.1. We proceed to compute the Gibbs free energy. To this end, we
have to perform the Legendre transform of−βf (β, h) with respect toh. Hence we first
perform the Legendre transform of−βFN(β, h) and then take theN → ∞ limit. The
rescalingmi =

√
Nµi on the magnetizations generates the rescalinghi = ηi/

√
N on the

dual variables, the site-dependent magnetic fieldshi . One has, therefore,

−β8N(µ, β) = max
η∈RN

[βFN(β, η)− β〈η, µ〉] = βFN(β, η(µ))− β〈η(µ), µ〉 (3.11)

whereη(µ) : RN → RN is obtained invertingµi = ∂FN/∂ηi, i = 1, . . . , N . The inversion
is possible because the Hessian matrix of−βFN(β, η) with respect toh, given obviously
by

∂2

∂ηi∂ηj
〈(2λI − βJ (N))−1η, η〉|η=0

is positive definite sinceλ > β/2. Performing the Legendre transform we get

−β8N(µ, β) = N

2
[ln 2π + 2λ] − 1

2
ln det(2λI − βJ (N))− 1

2

N∑
i,j=1

µi(2λδij − βJ (N)ij )µj

(3.12)

where nowλ is determined by the stationarity condition

∂β8N

∂λ
= 0. (3.13)

Note that, equivalently,

−β8N(µ, β) = N

2
[ln 2π + 2λ] − 1

2
ln det(2λI − βJ (N))−Nλq + β

2

N∑
i,j=1

J
(N)
ij µiµj

(3.14)
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where once more

q =
N∑
k=1

µ2
k =

1

N

N∑
k=1

m2
k

denotes the Edwards–Anderson order parameter. We reduce equation (3.13) to (3.8) and
hence to (3.5) asN →∞ up to a rescaling of variables. To this end, first write (3.14) in
the form

β8N = −N
2
(ln[2π(1− q)] + 1)− β

2

N∑
i,j=1

J
(N)
ij µiµj −NG1

N(λ, β) (3.15)

where we have set

NG1
N(λ, β) =

N

2
(2λ(1− q)− 1)− 1

2
ln det(2λ(1− q)I − β(1− q)J (N)). (3.16)

Hence the stationarity condition (3.13) becomes dG1
N(λ)/dλ = 0, that is, by (3.16)

1

N

N∑
k=1

1

2λ(1− q)− β(1− q)pNk
= 1 (3.17)

which coincides with equation (3.8) at zero magnetic field up to the rescaling{
λ(1− q)→ λ

β(1− q)→ β.
(3.18)

We can, therefore, take over to the present case the results of the above discussion: the
(weak∗) limit of (3.17) is equation (3.5) up to the rescaling (3.18). Therefore, asN →∞
the solution of (3.17) tends toλ(1 − q) = f (β(1 − q)), f (β) ≡ f (β, 0). Now recall
that, by the definitions (3.4), (3.9) and (3.16),G1

N(λ, β) = GN(λ(1 − q), β(1 − q))
whereGN(λ, β) = GN(λ, β,0). Eliminating λ(1− q) and settingG(f (β), β) = G(β),
G(f (β(1−q)), β(1−q)) ≡ G(β(1−q)) we finally obtain by (3.14) and (3.15) at the limit
N →∞

−βφ(µ, β) = 1

2
(ln[(2π(1− q)] + 1)+ β

2
〈Jµ,µ〉 +G(β(1− q)).

This proves (2.8) and hence proposition 2.1. �

3.1. The mean spherical case

Let us now verify that the mean spherical model yields the same free energy. By definition
(see e.g. [8, section 2]), the partition function is now

ZN(β, h) =
∫
RN

exp

[
β〈J (N)σ, σ 〉/2+ β〈h, σ 〉 − βz

2

N∑
i=1

(σ 2
i − 1)

] N∏
i=1

dσi

where the Lagrange multiplierz is this time to be determined by imposing the spherical
constraint only in the mean, namely by the condition〈 N∑

i=1

σ 2
i

〉
= N (3.19)
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where〈·〉 denotes the (normalized) average over the above distribution. By diagonalization
of J (N) and straightforward computation of the Gaussian integral we get, in the above
notation,

ZN(β, h, z) = eNβz/2
(

2π

β

)N/2
[det(zI − J (N)D )]−1/2 exp

[
β

2
〈(zI − J (N)D )−1H,H 〉

]
= exp

[
NG

(2)
N (z, β, h)+

N

2
(ln 2π + 1)

]
where

G
(2)
N (z, β, h) =

1

2
(βz− 1)− 1

2
lnβ − 1

2N
ln det(zI − βJ (N))+ β

2N
〈(zI − βJ (N))−1h, h〉.

The limit of G(2)
N (z, β, h) asN →∞ is

G(2)(z, βh) = 1

2
(βz− 1)− 1

2
lnβ − 1

2

∫ π

0
ln(z− cosx) dν(x)+ β

2

∫ π

0

dνh(x)

z− cosx
.

The Lagrange multiplierz is determined by the condition

Z−1
N

∫
RN

N∑
i=1

σ 2
i exp

[
β〈J (N)σ, σ 〉/2+ β〈h, σ 〉 − βz

2

N∑
i=1

(σ 2
i − 1)

] N∏
i=1

dσi −N = 0

⇐⇒ ∂z

[
− 2

β
ln(ZN)

]
= 0 ⇐⇒ ∂z[G

(2)
N (z, β, h)] = 0.

As N →∞ we get

1

2

∫ π

0

dν(x)

z− cosx
+ β

2

∫ π

0

dνh(x)

(z− cosx)2
− β

2
= 0. (3.20)

Setz = 2λ/β. Then clearlyz is a solution of (3.20) if and only ifλ solves (3.5). To sum
up, we obtain

G(2)(z, β, h) ≡ G(2)

(
2λ

β
, β, h

)
= 1

2
(2λ− 1)− 1

2
lnβ − 1

2

×
∫ π

0

[
ln

(
1

β

)
+ ln(2λ− β cosx)

]
dν(x)+ β

2

∫ π

0

β dνh(x)

2λ− β cosx
= G(λ, β, h)

and the subsequent discussion can be taken over to the present case without change.

Proof of proposition 2.2. By (2.8) the stationarity conditions of the specific Gibbs free
energy with respect to the magnetizations are the TAP equations (2.10), rewritten here for
convenience of exposition

µi

1− q + 2βG′(β(1− q))µi − β(Jµ)i = 0. (3.21)

The standard procedure (see e.g. [15]) to determine the highest critical temperature, if any,
for the transition from the paramagnetic (µi = 0 ∀i) phase is first to linearize these equations
nearq = 0, i.e. to neglect all terms of orderµli , l > 2. In this approximation we get the
linearized TAP equations

µi(1+ 2βG′(β))− β(Jµ)i = 0. (3.22)

Furthermore, these equations are considered at sizeN , namely

µi(1+ 2βG′(β))− β(J (N)µ)i = 0 µ = (µ1, . . . , µn) (3.23)
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where, however,G(·) is computed at the thermodynamic limitN → ∞. If µ∗ is any
eigenvector ofJ (N) corresponding to the eigenvalue 1 the equations (3.22) become

1+ 2βG′(β)− β = 0. (3.24)

Let us first prove that in both cases this equation has no solutions. If dν = dx/π , by (3.9)
(with h = 0) we get (recall thatλ = f (β))

G(λ, β) = λ− 1

2
− 1

2
ln

[
2λ+

√
4λ2− β2

2

]
. (3.25)

Recalling thatλ = f (β) =
√

1+ β2/2, (3.24) becomes

(1− β)(
√

1+ β2+ 1)+ β2 = 0 (3.26)

which clearly has no solutions because the left-hand side is positive on [0,+∞[. In the
case of dν = α[δ(x)+ (1− α)δ(x − π)] we have

G(λ, β) = λ− 1

2
− α

2
ln(2λ− β)− 1− α

2
ln(2λ+ β). (3.27)

Here the implicit equation (3.5) of lemma 3.1 clearly yields the function

f (β, α,0) = 1
4[1+

√
4β2+ 1− 4β(1− 2α)]

and (3.24) now becomes, after a straightforward computation,

1+ β
[

α

2f − β −
1− α

2f + β − 1

]
= 0. (3.28)

This equation has no solutions on [0,+∞[ because the left-hand side is easily verified to
be monotonically increasing inβ for any 0< α 6 1 and is 1 forβ = 0.

Let us now reduce the nonlinear equations (3.21) to the linear case just discussed.
Settingξ = β(1− q) they become

µi + 2ξG′(ξ)µi − ξ(J (N)µ)i = 0 (3.29)

or

[(1+ 2ξG′(ξ))I − ξJ (N)]µ = 0

whereI is the identityN ×N matrix. This equation has a solution if and only ifξ is such
that 1+2ξG′(ξ) belongs to the spectrum ofξJ (N). This occurs only if 1+2ξG′(ξ)−λξ = 0
for some−16 λ 6 1, which is impossible as we have checked before. This completes the
proof of proposition 2.2. �

Let us now consider the following.

Proof of proposition 2.3. By definition the partition function is given by the following
integral

ZN(β, h) =
∫
R2N

N∏
i=1

exp

[
β

2
〈J (N)σ, σ 〉 + β〈h, σ 〉

]
δ(|σi | − 1) dσi dσ i.

As above, the change of variables (3.1) and (3.2) yields

ZN(β,H) =
N∏
i=1

∫
R2

exp

[
β

2
pi |Si |2+ βHiSi

]
δ(|Si | − 1) dSi dSi
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whence, integrating in polar coordinates,

ZN(β,H) = exp
β

2

N∑
k=1

pk

N∏
k=1

I0(βHk)

whereI0(x) = J0(ix) is the well known Bessel function of order zero. Consider the specific
Helmholtz free energyβfN(β,H) as a function of the rotated fieldH ,

βfN(β,H) = 1

N
lnZN(β,H).

One clearly has

βfN(β,H) = β

2N

N∑
k=1

p
(N)
k +

1

N

N∑
k=1

ln I0(βHk).

Now set

Ml(Hl) = ∂βfN(β,H)

∂Hl
l = 1, . . . , N

(rotated magnetizations). Differentiating, we get

Ml(Hl) = β

N

I ′0(βHl)
I0(βHl)

l = 1, . . . , N

whenceMl(Hl) → 0 asHl → 0 for anyβ. This means that the system is paramagnetic
for any temperature. Since, moreover, the right-hand side is monotonic with respect to
Hl ∈ [0,+∞[, this last relation can be globally inverted to yield a smooth function
Hl = Hl(Ml), l = 1, . . . , N , vanishing only asMl → 0.

By definition the Legendre transform ofβfN(β,H) is

βφN(β,M) =
N∑
k=1

MkHk(Mk)− 1

N

N∑
k=1

ln I0(βHk(Mk))

and it is immediately verified that∂βφN(β,M)/∂Ml = Hl(Ml). The stationarity conditions
for the Gibbs free energy, i.e. the TAP equations of the models, are therefore the conditions
Hl(Ml) = 0, l = 1, . . . , N , which admit only the trivial solutionMl = 0, l = 1, . . . , N .
Rotating back to the variablesm andh we conclude the proof of the proposition. �
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